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1/17 — Contents

e Context, from ACNET to us?.

e The Beam Data Process
e Offline interface to the data

e First data, a look at timestamps

2With much thanks to Charlie King and Jim Patrick



2/17 — Context of the Beam Data Process (BDP)

D Device list,

triger, & delay
ACNET —

Frontends
ACNET M M XML-RPC

RotoTalk
il JavaRMI | L

X DAE Il DAC y© N
/I_E BeamData Process Rotorooter &
Dispatcher

Data callbacks

—
—

38

1. BDP sends device list, event & delay a Data Acquisition Client (DAC)
2. DAC pushes these to the Data Acquisition Engine (DAE)
3. ACNET devices trigger on, potentially different, events+delays

4. DAE waits for event+delay then polls frontends for data (”soft” mode) and

timestamp 1t
5. DAE pushes data to DACs, DACs push to Beam Data process
6. Beam Data Process pushes data to rotorooter

7. Dispatcher serves rotorooter output ROOT files



3/17 — Details of ACNET side of things
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4/17 — Beam Data Process Startup protocol

I mfe

BeamData Process

1. BDP configured with sets of event, delay and associated devices.

2. Spawn XML-RPC listener on port localhost:19870, (currently minos-om,

will move to dcscdp-nd)

Initiate RotoTalk connection

> W

Register each set with the XML-RPC DAC
. Process DAC callbacks

Ot

6. If get “shutdown” callback, disassociate sets with XML-RPC DAC, close

RotoTalk connections, exit.



5/17 — Planned development of the Beam Data Process

Provide methods to report the health of the BDP as well as the connection
to DAC

Provide GUI to start, configure, monitor and restart the BDP Hook in to

alarm system (apparently we currently have none?)

Remove limit on number of sets of device list, event and delay? Will we
need to allow for arbitrary numbers of sets to get readout timing correct

for all devices?

Spill number is currently just a count from an arbitrary starting point. Do

we want to do anything more?

Will explore using Java Analysis Studio (JAS) to provide prompt
monitoring displays (existing expertise and ACNET specific module in BD)

Final shift integration will be in second half of Oct. when I’'m on FC shift.



6/17 — ACNET data, devices and dirty tricks

Data Types:
e Device data varies in type and structure
e XML-RPC interface gives blocks of unstructured 64 bit doubles
e RotoTalk requires blocks of loosely structured 32 bit ints
Device types:
e Scalar and array valued data, arrays may be implicitly structured
e SWIC scanner, BPM hold VME timestamp, statistics
Dirty tricks:

e memcpy array of N ACNET doubles to array of 2N RotoTalk ints, reverse

it in the offline

e ACNET scaling in Java: int/32767%10.0, leads to round off error when
unscaling in C++

e Creative encodings, decode requires explicit knowledge. Eg:

SWIC VME secs = (x1%3276.7001) <<16+(x2*3276.7001)&0xfff



7/17 — Overview of Offline Interface to the Raw Beam Data

Hide complexity and quirks under layers:

e Low level map-like interface: ACNET name — per-device generic data block
unpacker
e Generic per-device raw data block unpacker:
o Access data as int[] or double[]

o Access DAE time stamp

e Provide specialized unpacker helpers for complex devices:
o Uses generic per-device unpacker

o SWIC & BPMs implemented so far
o VME timestamps for these



8/17 — UML of Raw Beam Data class
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9/17 — Illustrative Example
JobCResult MyModule: :Ana(const MomNavigator* mom) {

TObject* obj = mom->GetFragment ("RawBeamMonBlock") ;

RawBeamMonBlock* rbmb = dynamic_cast<RawBeamMonBlock*>(obj) ;

cout << (rbmb->IsInSpill() 7 "In spill" : "Pedestal") << endl;

const RawBeamDatax* rbd = (xrbmb) ["Z:T1S1DS"]; // should check for NULL

RawBeamSwicData swic(*rbd);

double vme = swic.VmeSeconds() + swic.VmeNanoseconds()/1.0E9;
double dae = rbd->GetSeconds() + rbd->GetMsecs()/1.0E3;

cout << "Timestamps: DAE: " << dae << "VME:" << vme << endl;

vector<int> wd;
swic.UnscaledWireData(wd) ;
// use the wire data

}// See BeamData/ana/ for more unpacking examples.



10/17 — Planned changes to Offline Interface

e We need to know callback trigger values to interpret DAE timestamps so
the RawBeamMonBlock will be modified to include this.

e Any other meta info needed?



11/17 — Known Timestamps

VME timestamps:

e GPS/3$8F sync’ed, ~10u precision

e Latency ~msec + integration gate

e Applied by VME after data read out over ARCNET

e Only available on some devices: SWIC, PBM, Intensity monitors(?)
DAE timestamps:

e GPS/NTP sync’ed, ~msec precision

e Latency ~10s msec + fixed delay, sub second jitter

e Applied when DAE receives data over ACNET

e One associated with each ACNET device
Time since event:

e Open Access Client (OAC) pseudo-device, holds msec since event

e Latency ~10-100s msec + fixed delay, sub second jitter



12/17 — A look at SWIC scanner data

e Device Z:T1S1DS, set for Albert’s testing
e ~40 hours data from 8/30-9/01 (138975 sec = 28k $02 events)
e Double trigger based on $02, 5 sec period

e Two DACs provide in-spill and pedestal callbacks



13/17 — Timing of Z:T1S1DS.
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14/17 — Device G:EO2SNC: Time Since Event 0x02

Time Since 02, in spill
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15/17 — SWIC Scanner DAE-VME timestamp differences

DAE-VME times hdt_spill
Entries 27800
— Mean 0.4008
— RMS 0.02655
— Underflow 0
B Overflow 0
10° —
- | hdt ped
B i Entries 27786
- Mean 0.5057
2 RMS 0.0233
10 = Underflow 0]
— | Overflow 0
10
1
”_ 11 1 _ 1 1 1 _ L1 1 1 _ | T I | _ | | _ 1 1 1 _ | | __I_ 11 1 _ 1 1 1 _ 1 1 1

o

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
DAE-VME time (sec)



16/17 — “New style” BPM: DAE-VME timestamp differences
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17/17 — Summary

e Beam Data Process code running now. Clean up and shifter-friendly

additions planned.
e Currently targetting JAS to implement prompt monitor displays

e DAE Timestamping looks adequate for per-spill NearDet correlation, more
accurate VME timestamps available for some devices

e Offline classes mostly ready for use, specialized unpackers exist for all
known complex devices. Some small additions planned.



